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ABSTRACT
Despite an impressive effort at raising the general populace’s security sensitivity—the awareness of, motivation to use, and knowledge of how to use security and privacy tools—much security advice is ignored and many security tools remain underutilized. Part of the problem may be that we do not yet understand the social processes underlying people’s decisions to (1) disseminate information about security and privacy and (2) actually modify their security behaviors (e.g., adopt a new security tool or practice). To that end, we report on a retrospective interview study examining the role of social influence—or, our ability to affect the behaviors and perceptions of others with our own words and actions—in people’s decisions to change their security behaviors, as well as the nature of and reasons for their discussions about security. We found that social processes played a major role in a large number of privacy and security-related behavior changes reported by our sample, probably because these processes were effective at raising security sensitivity. We also found that conversations about security were most often driven by the desire to warn or protect others from immediate novel threats observed or experienced, or to gather information about solving an experienced problem. Furthermore, the observability of security feature usage was a key enabler of socially triggered behavior change—both in encouraging the spread of positive behaviors and in discouraging negative behaviors.

1. INTRODUCTION
There are many reasons why security advice is often ignored and many security tools are left unutilized [17]. Some prior work suggests that many believe they are in no danger of experiencing a security breach [1] and are unaware of both threats and the security tools available to protect against those threats. Other work suggests that many choose not to use security tools and follow security advice because doing so is often antagonistic towards the immediate goal of end users—a complex password that usually requires three attempts to get right prevents a user from doing what she actually wants to do: e.g., authenticating into social media. Herley further argues it may even be economically rational for users to ignore security advice, as the expected cost, in time, of a lifetime of following security advice might actually be higher than the expected loss a user would suffer if his account actually was compromised [17]. Thus, many people lack the motivation to behave securely. Still others suggest that security tools are simply too difficult to use [26,34], so many people do not have the knowledge required to operate them. Taken together, it appears that the lack of what we call security sensitivity—the awareness of, motivation to use, and knowledge of how to use security and privacy tools—is a large barrier to increasing the uptake of security tools and the following of security advice.

Prior work has looked at improving all parts of the security sensitivity stack—for example, through games for security education [28], browser extensions to make users more aware of phish [35], more effective user interfaces for security tools [19], and faster or simpler ways to authenticate users [31]. Security sensitivity, nevertheless, remains low.

We argue that part of the problem is that we do not yet understand the social processes underlying people’s decisions to communicate about security and adopt security tools. In other words, security behaviors—as any human behavior—should be viewed within the context of a social system. Indeed, social psychology and sociology literature illustrates that social influence, or our ability to affect other people’s perceptions and behaviors with our words and actions [6], plays a central role in how people behave—even specifically in changing their behavior or adopting a new technology or idea [6,25]. Rogers’ highly influential diffusion of innovations work, for example, has shown that social influence drives technology adoption [25]. Social processes, thus, should undoubtedly affect a user’s decision to follow security advice or adopt a security tool.

Nevertheless, the effect of social influence on decisions and communications about security and privacy remains understudied. Indeed, we do not yet know how social influence affects behavior change with regards to security and privacy. Likewise, we know little about the nature of conversations about security and privacy, through which this influence should occur. Understanding how social influence affects security related behavior change and communication could improve our understanding of why security sensitivity remains low, and could help inform the design of social interventions that can raise security sensitivity. To that end, we report on a retrospective interview study aimed at investigating the following research questions:

Q1: What role does social influence play in an individual’s decisions to use, discontinue use, and explore security tools and privacy settings?

Q2: Under what circumstances do people communicate about security and privacy?

In our interviews, we probed participants about their experiences with regards to mobile phone authentication, mobile application installation and uninstallation, and social media privacy settings. We also asked participants to recall specific conversations they had about cybersecurity and online privacy.

Our findings suggest social processes played a major role in a large number of privacy and security related behavior changes reported by our interviewees, probably because these processes were effective at raising all points of the security sensitivity
stack—awareness, motivation and knowledge. However, different triggers for socially driven behavior change varied in the extent to which they raised awareness, motivation and knowledge about security tools and behaviors. In addition, conversations our participants had about security and privacy were most often instigated by the desire to (1) warn or protect others from immediate or novel threats observed or experienced, and (2) to gather information about solving an immediate problem. One particularly salient theme that arose from our interviews is that the observability of security feature usage was a key enabler of socially triggered behavior change and conversation—in encouraging the spread of positive behaviors, discouraging negative behaviors, and getting participants to talk about security. Taken together, our results suggest that: (1) there is a substantial and often overlooked social process that strongly affects security-related behavior change, and (2) in order to maximally raise security sensitivity, security and privacy tool usage should be more observable and amenable to conversation.

2. RELATED WORK

2.1 Security Sensitivity

Prior work in usable privacy and security alludes to three reasons underlying why much security advice is ignored and many security features remain unused: lack of awareness, motivation, and knowledge. First, many users lack the awareness of security threats and the tools available to protect themselves against those threats. For example, a study by Adams and Sasse found that insufficient awareness of security issues caused users to construct their own model of security threats that are often incorrect, resulting in security breaches [2]. Stanton et al. found that a lack of awareness of basic security principles even influenced experts to make naïve security mistakes, such as using a social security number as a password [30]. Users who are unaware of a threat cannot take measures to avoid the threat, and users who are not cognizant of the tools available to protect themselves from these threats cannot use those tools to actively defend themselves.

Second, users—even those who are aware of security and privacy threats and the preventive tools that combat those threats—often lack the motivation to utilize security features to protect themselves [2,12]. The lack of motivation to use security features is not entirely surprising, as stringent security measures are often antagonistic towards the specific goal of the end user at any given moment [10,26]. For example, while a user might want to access her Facebook, a complex password that usually requires three attempts to get right prevents her from accessing Facebook for an intolerable amount of time [11]. Thus, users often reject the use of security and privacy tools when they expect or experience them to be weighty [2,14,18,26]—and security features are often weighty.

Furthermore, many security threats remain only an abstract threat to most individuals [2,16,24]: Bob may know, conceptually, that there are security risks to using the same simple password across accounts, but does not believe that he is, himself, in danger of experiencing a security breach. Additionally, this perspective may be economically rational, as the expected cost, in time, of a lifetime of following security advice might actually be higher than the expected loss a user would suffer if his account actually was compromised [17]. Finally, the benefits of security features are often invisible, as users are often not cognizant of the absence of a breach that otherwise would have occurred without the use of a security or privacy tool. In all, it is unsurprising that many users lack the motivation to explicitly use security tools: to do so would mean to incur a frustrating complication to everyday interactions in order to prevent an unlikely threat with little way to know whether the security tool was actually effective.

Third, security tools are often too complex to operate for even aware and motivated end-users, suggesting that users lack the knowledge to actually utilize security tools [34]. Indeed, there is a wide gulf of execution for most security features for most users. For example, many users cannot distinguish legitimate vs. fraudulent URLs, nor forged vs. legitimate email headers [8]. Also, a study revealed how security features in Windows XP, Internet Explorer, Outlook Express, and Word applications are difficult for users [13]. And, Wash found that many people hold “folk” models of computer security that are often misguided, and use these incorrect models to justify ignoring security advice [32].

In sum, prior work in usable privacy and security suggests that there are at least three large obstacles inhibiting the widespread use of security and privacy tools: the awareness of security threats and tools, the motivation to use security tools, and the knowledge of how to use security tools. We refer to this layered stack as security sensitivity for ease of discussion, as it encapsulates how likely a user is to seek information about and use security tools. Note, however, that the concept is not necessarily novel, as prior work has alluded to such a stack in security specifically [12], and in the adoption of technology more generally [7,25].

2.2 Social Influence and Security Sensitivity

In his seminal work on the diffusion of innovations, Rogers claimed that new technology gets widely adopted through a process by which it is communicated through members of a social network [25]. Rogers argues that primarily subjective perceptions, not scientific or empirical fact, get communicated through social channels, and that these perceptions are key to the success of an innovation. He further outlines that preventative innovations—or innovations, like security and privacy tools, that prevent undesirable outcomes from happening in the future—typically have low adoption rates, probably because of their lack of observability, or the invisibility of their use and benefits.

Other work in cognitive psychology has looked at the psychological mechanisms underlying social influence. For example, lots of prior work has demonstrated the potency of the concept of “social proof”—or our tendency to look to others for examples of how to act in uncertain circumstances [5,6]. For example, Milgram, Bickman, and Berkowitz [22] demonstrated the social proof principle when they showed that simply getting a small crowd of people—the more, the better—to look up at the sky on a busy sidewalk caused others to do the same.

Still other work has shown how social interventions can be powerfully effective at driving human behavior: for example, at reducing household energy consumption by showing people their neighbors’ reduced energy consumption [27], reducing hotel guests’ wasteful use of towels by showing them previous patrons chose to be less wasteful [15], and even in eliminating young children’s phobia of dogs by showing them film clips of other children playing with dogs [3].

Taken together, the background literature suggests that social influence strongly affects people’s behaviors and decisions; likely, also their security-related behaviors and decisions. And, indeed, prior work has alluded to the importance of social processes in raising security sensitivity. For example, DiGirolamo and Dourish [9] suggested that “social navigation”—or people’s inclination to
behavior changes and conversations. We elected a semi-structured approach so that we could concretize the discussion by directing participants’ memories towards changes in behavior or specific instances of communication, while still allowing participants the flexibility to expand on the their undoubtedly unique experiences. Our interview protocol probed participants about recent changes in (1) mobile authentication, or whether and why participants enabled, disabled, or changed authentication on their smartphones (e.g., from PIN to Password); (2) application installation and uninstallation, or whether and why participants decided to uninstall or halt installing applications because of privacy and security concerns; and, (3) online privacy settings in social media, or whether and why participants changed their privacy settings on the social media platform they most commonly used. We chose to explore three categories to uncover general trends across different types of security tools, and we chose these three categories specifically because they represented a broad range of behaviors representative of common security and privacy decisions made by just about all people fairly regularly.

If participants reported a specific security-related behavior change, we asked them to explain further how the change was catalyzed—specifically, to discern between social and non-social catalysts for behavior change. Either way, we asked participants to explain, in detail, the context surrounding their decision to enact the change: Was the change brought about by a personal negative experience, or because of an article they read online? If they heard about a security incident through a friend, how did the friend broach the conversation? And, if a social process drove the change, we asked participants to clarify how the social process manifested—for example, did they seek out advice, or did a friend offer them unsolicited advice? We also asked participants whether and why they did or did not share their concerns, advice, or behavior change with anyone else.

We also asked participants if they could recall specific conversations they had about security and privacy. Did they ever share information about security or privacy? If so, what did they share, with whom, and why? By focusing on specific conversations about security and privacy (e.g., “I told my mother to update her privacy settings”), rather than general conversations (e.g., “People usually tell me to update my password”), we were often able to uncover the specific context of a conversation (e.g., a catalyst and goal for the conversation).

To capture security-related conversations that did not fit into the pre-constructed themes of mobile authentication, app installation, and social media privacy settings, at the end of the interview, we also asked participants more open-ended questions about conversations related to security and privacy.

We iteratively refined our protocol by piloting it with 5 people. All interviewers participated in the pilots in order to mitigate variation in delivery across interviewers and interview sessions. Questions that participants could not easily answer (e.g., hypotheticals) were culled through these iterations. Ultimately, our interview lasted approximately 45 minutes, and interviewees were compensated $10 to participate.

3.2 Recruitment

We recruited participants from an online recruitment tool that pairs research participants from the local area with research projects of interest. Participants were required to own a smartphone running Android or iOS, be an active user of any

<table>
<thead>
<tr>
<th>Age</th>
<th>Gender</th>
<th>Race</th>
<th>Occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>28</td>
<td>Male</td>
<td>Black</td>
</tr>
<tr>
<td>P2</td>
<td>22</td>
<td>Female</td>
<td>Asian</td>
</tr>
<tr>
<td>P3</td>
<td>22</td>
<td>Female</td>
<td>Black</td>
</tr>
<tr>
<td>P4</td>
<td>22</td>
<td>Male</td>
<td>Black</td>
</tr>
<tr>
<td>P5</td>
<td>27</td>
<td>Female</td>
<td>Asian</td>
</tr>
<tr>
<td>P6</td>
<td>29</td>
<td>Male</td>
<td>White</td>
</tr>
<tr>
<td>P7</td>
<td>54</td>
<td>Female</td>
<td>White</td>
</tr>
<tr>
<td>P8</td>
<td>31</td>
<td>Male</td>
<td>Indian</td>
</tr>
<tr>
<td>P9</td>
<td>30</td>
<td>Male</td>
<td>White</td>
</tr>
<tr>
<td>P10</td>
<td>37</td>
<td>Male</td>
<td>White</td>
</tr>
<tr>
<td>P11</td>
<td>54</td>
<td>Male</td>
<td>Black</td>
</tr>
<tr>
<td>P12</td>
<td>20</td>
<td>Female</td>
<td>Black</td>
</tr>
<tr>
<td>P13</td>
<td>24</td>
<td>Female</td>
<td>Indian</td>
</tr>
<tr>
<td>P14</td>
<td>25</td>
<td>Male</td>
<td>Indian</td>
</tr>
<tr>
<td>P15</td>
<td>21</td>
<td>Male</td>
<td>Indian</td>
</tr>
<tr>
<td>P16</td>
<td>22</td>
<td>Male</td>
<td>Indian</td>
</tr>
<tr>
<td>P17</td>
<td>34</td>
<td>Female</td>
<td>Asian</td>
</tr>
<tr>
<td>P18</td>
<td>20</td>
<td>Male</td>
<td>Black</td>
</tr>
<tr>
<td>P19</td>
<td>20</td>
<td>Male</td>
<td>White</td>
</tr>
</tbody>
</table>

Table 1. Participant demographics.

look for cues on how to act—can be used to raise users’ security sensitivity by showing them other users’ actions in context. Rader et al.’s study on stories as informal lessons about security suggests that storytelling increases awareness of and motivation to guard against security threats [23]. In addition, Singh et al. outlined the common practice of sharing passwords and PINs [29]. On the other hand, Gaw et al. [14] found that many people believed that use of security features was an indication of paranoia, unless the user had an obvious reason for doing so. If there is a stigma of paranoia attached to using security features, then it is possible that, under some circumstances, social influence can work against security sensitivity (e.g., “only paranoid people encrypt their e-mail, and I’m not paranoid”).

Nevertheless, the background literature on the social dimensions of security and privacy remains surprisingly thin. To our knowledge, little work has specifically looked at how social influence affects security sensitivity, and, in turn, enacts behavior changes related to privacy and security, or how people generally communicate about security and privacy (outside of Rader et al.’s study on security storytelling [23]). Yet, understanding how social influence affects security related behavior change and communication could improve our understanding of why security sensitivity remains as low as it is, and could even help inform the design of social interventions that raise security sensitivity. To that end, we look specifically at the social dimensions of security related behavior changes and communications in this work.

3. Methodology

3.1 Semi-Structured Interview Methodology

We constructed an IRB approved semi-structured interview protocol to probe participants about recent security related
social media service, and be at least 18 years old. We went through three rounds of recruitment to recruit a variety of occupations and ages across our sample. For example, in our first round of recruitment, we predominantly interviewed students in their mid-twenties. Thus, in subsequent recruitment rounds, we specifically recruited older non-students. We stopped recruiting additional participants once we believed we had sufficient diversity in occupation, age, and security proficiency to capture a large cross-section of experiences with security-related behavior change and communication. In our case, we appeared to reach this point after interviewing 19 participants—indeed, after the first 15, every additional participant echoed experiences very similar to those previously reported by others. Our recruitment solicitation is attached in Appendix B.

Our participants ranged in age from 20 to 54 years old ($\bar{m}$=28.5, $sd$=10). Seven out of the 19 participants were females. Furthermore, as we tried to recruit participants from diverse backgrounds, 10 of our participants were non-students from many different professional backgrounds. All participants used an Android ($n$=12) or iOS ($n$=7) smartphone and were frequent Facebook users. Fifteen of the 19 participants reported using Facebook daily, while the remaining 4 reported that they checked Facebook at least a few times every week. Table 1 summarizes participant demographics. A more detailed description is in Table A1 of Appendix A.

3.3 Data Coding and Analysis

We recorded and transcribed, with consent, each interview, and used a qualitative data analysis program called Dedoose [37] to analyze the anonymized transcripts. We first partitioned each transcript into two sets of "excerpts". The first set of excerpts was a collection of all instances of an action taken, a decision made, or, more generally, a behavior changed related to security or privacy. As such, we will refer to this set of excerpts as the behavior changes. A representative example of behavior changes is P18's decision to rub-off the smudges on his Android device after a friend demonstrated that the smudges on his screen makes it easy for others to "crack" his Android 9-dot pattern:

"What I’ve been doing, I believe, after that scare with the nine dot, pretty much every time I turn off my phone, I put it in the pocket, I just kind of rub, just rub the smears off so you can’t really see what direction I was going.” (P18)

The second set of excerpts was a collection of all specific instances of communication about security and privacy, which we will refer to as the communications. An example excerpt comes from P14. After he received spam mail from a friend’s e-mail account, he mentioned:

“I told my friend that this is something weird that came from your account. This is not what you would be probably into.” (P14)

In total, from our 19 transcripts, we extracted $n$=114 behavior change excerpts, and $n$=118 communication excerpts. Excerpts were usually just answers to pointed questions, but to ensure robustness, two of the research group mutually agreed on all partition points for each excerpt.

We used these excerpts as our units of analysis—though, occasionally, we aggregated data across participants where it made sense (e.g., in determining how many participants actually changed their behavior as a result of a social process). We used an iterative, open coding process [21] to code the data, constructing codes where patterns naturally emerged and refining the codes iteratively until we reached consensus. Ultimately, we had two goals in mind through the coding process. The first was to understand the effect of social influence in driving behavior changes—which, in turn, means understanding the effect of social influence in modulating security sensitivity; and, the second was to better understand the triggers and reasons underlying communications about security and privacy.

Concretely, two researchers independently and openly coded a random subset of 20% of the excerpts from each of the behavior changes and communications excerpts. These openly generated codes were collaboratively synthesized into a set of high-level codes that three of the research team then used to code the remaining excerpts. Upon completion, the coding team discussed potential extensions to the coding scheme that arose from coding the new examples. If a change to the scheme was made, the coding team re-coded the full set of excerpts with the new scheme. We required two coding iterations to come to consensus.

From the 20% overlap of excerpts, overall inter-coder agreement was 85% for behavior changes, and 79% for communications (calculated as the number of overlapping excerpts where codes matched divided by the total number of overlapping excerpts). In cases of discrepancies, the coders discussed the discrepancies until agreement was reached, following standard practice. Inter-coder agreement for each applied code can be found in Table A3 in Appendix A, and all exceeded the 0.7 threshold commonly held to be acceptable in qualitative research [21].

4. RESULTS

4.1 Behavior Changes

First, we wanted to know if social processes often drove security related behavior changes, so we coded each behavior change excerpt as being driven by a social or non-social process. Excerpts were coded as being driven by a social process when the reason for the behavior change was social, and, importantly, if the social process was clearly reported by the participant in the transcript. For example, when asked about why he first enabled a PIN on his iPhone, P6 stated:

“When I first had a smartphone I didn’t have a code, but then I started using one because everyone around me I guess had a code so I kind of felt a group pressure to also use a code.” (P6)

As the underlying reason for the behavior change was a social process (observing one’s friends) and was stated as such, we coded that behavior change as social. An example of a non-social behavior change comes, again, from P6. When asked why he changed his Twitter password, P6 responded:

“Diversification of passwords. I had the same password for every service so I wanted to pick a stronger password for... the service, yeah.” (P6)

While P6 could have learned about the need for password diversification from friends, as he did not explicitly confirm this speculation, we coded the excerpt as non-social.

In all, out of the 114 behavior change excerpts, we coded a substantial 48 as being explicitly driven by some form of social influence. Furthermore, most participants (17 out of 19) reported at least one action taken, decision made, or behavior changed that was driven by social influence. Of note, however, is that the 48 examples of socially driven behavior change did not come uniformly from all of our participants. Notably P2 and P10 reported the largest number of socially driven changes at eight,
Raised Awareness: Did the social process raise the participant’s awareness of a new threat and/or security tool?
Raised Motivation: Did the social process raise the participant’s motivation to protect him or herself against a security threat?
Raised Knowledge: Did the social process raise the participant’s knowledge of how to perform a specific behavior?

In all, these results suggest that social influence already plays a strong role in driving security and privacy related behavior change—even without any explicit social interventions. Next, we wanted to understand when and how social influence is effective at driving these behavior changes.

4.1.1 Social Triggers in Driving Behavior Change

To explore when social influence drove behavior change, we open coded the triggers for behavior change excerpts coded as “social”. We found five primary social triggers for behavior change: observing friends, social sensemaking, pranks and demonstrations, experiencing security breaches, and sharing access. Table 2 lists all triggers, their frequency and their description. Next, to answer how social processes enacted behavior change, we also coded whether or not the socially driven behavior change examples in our dataset affected any part of the security sensitivity stack. Specifically, we asked the following questions:

For example, P18 recalled advice he received on password composition after asking his friend to share a password:

“`When I was working this summer, one of my co-workers told me about the whole algorithm thing. One, it just helps you I guess have different passwords. It helps you recall them easier based on I guess the type of profile. I guess you can cater, you can change your algorithm, depending on I guess what you want to be in it. But ever since I started using it.” (P18)

In this example, the social process of P18 asking his friend about how to compose a password increased his awareness of a new method of password composition, his motivation to update his own method of password composition, and his knowledge of how to improve his method of password composition.

In the text to follow, we describe each social trigger we found in our data for security related behavior change. Furthermore, as a descriptive aid, we plotted how frequently different social triggers raised the different components of security sensitivity in Figure 1.

### Observing friends (14/48 examples)

Most frequently, our participants reported changing their behavior after observing the actions of friends or others around them. In other words, participants changed their behavior after finding social proof—or, cues on how to act based on the actions of others [6]. For example, one participant in our sample adopted the 9-dot authentication method on his Android phone because his friends also used it. Additionally, as previously illustrated, P6 adopted a PIN because he felt “group pressure” to do so after observing everyone around him use authentication. This finding appears to be well supported by the background literature on technology adoption, which lists observability as a key criteria for an innovation to spread rapidly through social channels [25].

In certain cases, other forms of social influence apart from social proof appeared to be at play—specifically the social influence concepts of liking, or our tendency to follow the advice of those we like and those like us, and authority, or our tendency to follow the advice of those we consider to be authority figures [6]. For example, one participant indicated that she adopted a PIN code for her iPhone wholly because her mother, who she considered technically savvy, also had a PIN:

<table>
<thead>
<tr>
<th>Trigger</th>
<th>N</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed friends</td>
<td>14</td>
<td>Observing people around them engaging in a particular security behavior and emulated those people.</td>
<td>“So when I was an undergrad I’ve been using it since then. And this four digit everybody started using it and it was a hype. And we had it.” (P14)</td>
</tr>
<tr>
<td>Social sensemaking</td>
<td>9</td>
<td>Discussing concerns with friends/loved ones to determine the right behavior.</td>
<td>“I mean, like, one of my friends told me that you could alter the privacy settings so that, like, not everyone can look up your profile and not everyone can, like, try sending messages to you.” (P15)</td>
</tr>
<tr>
<td>Prank/Demonstration</td>
<td>8</td>
<td>Friends/loved ones hacked into his/her account, demonstrating they were insecure.</td>
<td>“Yeah, like my laptop was in my room. I walked out of my room and someone walked by and saw my Facebook and thought it would be funny to put something up.” (P19)</td>
</tr>
<tr>
<td>Security breach</td>
<td>6</td>
<td>Someone hacked into his/her account or information was shared too widely.</td>
<td>“I did change that within the past week. The girlfriend was reading all of my mail, which is also a privacy concern” (P10)</td>
</tr>
<tr>
<td>Sharing access</td>
<td>3</td>
<td>Sharing access to a device or account with another person leading to need for better security.</td>
<td>“There are sometimes when you have to tell your friends what is my PIN number because they are a very good friend of yours and they have to make a call and I can’t go every time and just unlock this for them.” (P14)</td>
</tr>
</tbody>
</table>

Table 2. Social triggers for behavior change derived from our iterative open coding process.

Each. It is important to keep this bias in mind in any quantitative interpretation of our findings.

For example, the social process of P18 observing his friends changing their behavior could have led him to believe that the behavior change was due to social influence. For example, P18 mentioned that his Facebook account getting “hacked” resulted in him changing many of his passwords every 6 months at the advice of his friends, who he sought out for advice after the incident. In this example, the social process of P18 observing his friends raising his knowledge but not his awareness or motivation. It was the non-social process of experiencing a security breach that raised both his awareness and motivation.

For most (44 of 48) reported examples of socially driven behavior change, we found that the social process triggering the behavior change did, in fact, raise some form of security sensitivity. In fact, many examples raised all points of the security sensitivity stack.
"My mother has-- she had an iPhone before I did, so she always had the block on hers, so I just kind of the... I think just because I saw her doing it, so it kind of just felt like it was something I had to do too." (P3)

Observation influenced behavior change for mobile authentication more often than the other specific topics we asked about in our interviews, probably because it is relatively easy to observe others authenticating onto their phones compared to observing others update their social media privacy settings or uninstall an app.

Looking at Figure 1, participants who observed others use security tools often were themselves motivated to start using those tools (11/14 examples). Furthermore, participants often became more aware of security tools after observing others' using those tools (9/14), but only occasionally gained knowledge of how to use the observed tools and methods by observing others (5/14).

Social Sensemaking (9/48 examples)

The second most frequent social trigger reported by our sample was social sensemaking—or, the process of making sense of a security system, tool, or threat by discussing concerns with others. We termed these triggers social sensemaking because they were similar in form and purpose to discussions, observed by Weick et al., among members of an organization who attempted to resolve uncertainty about recent novel events in their environment [33].

Participants often reported having discussions to resolve ambiguity in news and hearsay about security. The aim of these discussions was usually to find the correct or appropriate way to act to achieve the desired level of privacy or security within a system or with a security tool. In many cases, these discussions were prompted by a sudden infusion of uncertainty—for example, news articles about a novel security threat or gossip about anomalous security breaches others had experienced. Participants discussed these novel threats with others to share information about the threat, assess its veracity, and determine whether and how to change their behavior in response. For example, one participant in our dataset reported becoming more restrictive with posting to Facebook in response to a sudden, alarming, but unclear threat of all timeline posts becoming public:

“So yeah, I recently, like, a day or two, day before yesterday, I went through an ordeal. I don’t know if it’s fake or it’s real, but somebody mentioned that all his private messages, they became public. Like, his messages with a friend. And it was like he had never thought of putting it on wall. And it suddenly opened his Facebook and everything was on his... I don’t know if it’s a real thing. And somebody mentioned in a comment that it happened with him as well, few days back.” (P16)

P16’s example is another illustration of social proof based social influence affecting an individual’s security behavior: facing an ambiguous threat, P16 observed his friends for cues on how to act.

Social sensemaking also occurred when a participant wanted to understand a particular function within a system—for example, Facebook privacy settings. This need for specific information resulted in discussion and information sharing that exposed novel functionality or methods for protecting oneself against threats—often increasing participants’ knowledge about the system (5/9 examples) and eventually leading to behavior change as a result. For example, one participant updated his privacy settings after a discussion that revealed novel system functionality:

“I mean, like, one of my friends told me that you could alter the privacy settings, so that, like, not everyone can look up your profile and not everyone can, like, try sending messages to you. As in you can go to the privacy settings tab. And then, you could actually change it. Because I didn't know that you could do it before. I mean, I just thought that it was default that everyone could look at your profile.” (P15)

Social sensemaking also made participants more aware of available security tools (9/9), and the discussions would frequently motivate participants to act on their newly acquired knowledge (6/9).

Prank/Demonstration (8/48 examples)

The third most prevalent social trigger for the behavior changes reported by our participants was pranks and demonstrations—i.e., friends or loved ones cracking participant’s accounts and devices as a prank, or to demonstrate that they were being insecure. Often, these pranks were explicit demonstrations to prove to the victim that their current security strategy or behavior was insecure. For example, one participant in our sample described a co-worker breaking into his phone to show the vulnerabilities of 9-dot authentication:
“One of my, when I was interning, engineering company, one of my friends and a fellow intern came to my desk, just unlocked my phone. I was surprised. I was like, “Hey, how’d you do it?” He put it against the sunlight and he saw I guess the smudges my finger left. He just followed the direction. Yeah, he had access to my phone.” (P18)

Other prank examples reported were simply driven by opportunity—for example, a friend gaining unauthorized access to the participant’s account because they left their Facebook account open on an unprotected device. Indeed, several of our participants were motivated to change their security behavior after their friends accessed their social media accounts and posted embarrassing information on their behalf. For example, one participant experienced this type of prank after leaving his laptop open and unprotected in his dorm room:

“Besides just my friends getting into my phone or on my Facebook and that’s more from just me leaving my Facebook open or something if I walk out of the room and they just put up a funny status or something like or even just look through my messages or something like that. But nothing too threatening, more like practical joking side of it. But once that happens, I usually change my password immediately as would all of my other friends would too.” (P19)

Pranks appeared to be quite effective at raising participants’ security sensitivity. In all cases (8/8 examples), participants were made aware of a security threat and, in most cases, participants were instantly motivated (6/8) to update their behaviors to prevent a reoccurrence of the prank. Pranks aimed at demonstrating insecure behavior were also effective at raising participants’ knowledge (5/8), as they were often followed up with direct or indirect lessons to prevent the breach from reoccurring—for example, the screen smudge “hack” reported by P18 taught him to wipe out the smudges from his phone screen periodically.

**Experienced a security breach (6/48 examples)**

Another prominent social trigger reported by our sample was experiencing a security breach—when participants or someone they knew had an account or device accessed by a stranger, or otherwise had information shared with unintended parties. In these examples, the victims of a security breach solicited advice from friends and loved ones, simultaneously spreading awareness (3/6 examples) of a new security threat, and motivating (4/6) behavior changes by grounding it in a real example of harm.

One participant initiated a new practice of updating his password on a monthly basis following his Facebook account getting breached, because his friend recommended that course of action:

“Because once I got my account hacked. And I was [doing my] bachelor’s in a city, so yeah. After that I was more precautious regarding the same. And I’ll keep changing my password, so on a monthly basis [because] My friends, actually they recommended me to do so. Like there’s one of my friends used to do it. He said it’s better to be safe than sorry, so...” (P16)

**Sharing access (3/48 examples)**

Another general social trigger reported by our participants was behavior change triggered by sharing a device or account with a friend or loved one—for example, modifying a password after allowing a friend to check their phone. These changes were a reflexive response to the fact that what participants desired to generally be private was now more widely available because of a transient need to share access. For example, one participant let her son use her phone and updated the passcode afterwards:

“One of my boys wanted to use my phone for something so I gave them my passcode. And not that I have anything that I don’t care for them to see or anything, but after they did that then I changed it again because I just didn’t want anybody to just-- I don’t care if it’s them or not. I don’t want them to just be able to pick up my phone and do what they want with it.” (P7)

While these triggers rarely raised awareness (0/3 examples) or knowledge (0/3), they seemed to be motivate participants to make a change (3/3).

**Other triggers (8/48 examples)**

Eight other instances of behavior change reported by our sample were triggered by other experiences, usually conversations or recommendations—for example, an authority figure recommending the use of authentication, as mentioned by P8 when asked why he first enabled mobile authentication:

“I think my boss at the time had it and he recommended it, because he leaves his phone at his desk.” (P8)

Likewise, P10 mentioned adopting anti-virus software after receiving a recommendation from a friend who he considered a security expert, and P13 mentioned that she stopped using Google Chrome for financial transactions because two of her security expert friends informed her that the version of Chrome she used insecurely stored information. These recommendations often raised participants’ awareness of, motivation to use and knowledge of how to use a new security tool or method.

Importantly, however, recommendations from authority figures didn’t always result in behavior change. P13, for example, mentions that she ignored her boss’s advice to have different passwords for different accounts because it would be hard to remember all those passwords. Nevertheless, the advice did raise her awareness of proper security practices.

P7 reported re-activating the PIN for her iPhone because a family member asked her why she deactivated it in the first place, urging her to reconsider. The conversation didn’t raise her awareness or knowledge, but re-upped her motivation to use a security tool with a bit of social proof.

Interestingly, another participant mentioned installing anti-virus software on her laptop simply because she felt guilty, after conversing with others who attended her university’s cybersecurity awareness fair, for not using software that her school provided:

“I also felt guilty that I have all this free stuff I could install to protect my computer, and all this stuff I could do that’s smart and I wasn’t taking it.” (P12)

The guilt inspired behavior change reported by P12 is emblematic of the reciprocity principle of social influence, which suggests that people are more likely to follow the suggestions of those who did them a favor—even an unsolicited one [6].

Importantly, one participant reported how a social process urged her against behavior change (but was still responsible for a decision she made about security). P17 mentioned that she did not follow her security-expert husband’s advice to delete unused and obscure online accounts because she noticed that her friends, who did not follow the advice, never experienced a security breach:
4.1 Communication About Security

4.1.2 Summary & Discussion

In summary, we analyzed 114 examples of behaviors changed, actions taken, or decisions made related to security and privacy, and found that social processes drove many (48) of those changes. We identified five common triggers for these socially driven changes, and found that these triggers were effective because they often raised participants’ security sensitivity—usually awareness and motivation, but occasionally knowledge as well. These findings lend some support to the notion that social influence, especially in the form of social proof, authority, liking, and reciprocity, can be potent in raising security sensitivity—a result that bolsters the implications of prior work [14,23,29].

But, it remains unclear: is socially driven behavior change related to security and privacy as common as it could be? Socially driven change is the result of an interaction between two or more individuals—but those interactions are rare in the domain of security and privacy. Indeed, when asked why he didn’t share his concerns about the U.S. government’s pervasive surveillance (NSA PRISM) program, P11 stated: “That’s one thing I will never talk about.” Similarly, when asked about whether he has warned friends about a malicious smartphone application he uninstalled, P9 stated: “Especially online. In person, it depends on the context. It does become a boring subject.”

The realization that conversations about security remain rare—and, thus, so too does the potential for socially driven behavior change related to security—begged the question: Under what circumstances do conversations about cybersecurity occur? To answer this question, we explored the 118 instances of communication about cybersecurity reported by our participants.

### Table 3. Conversation catalysts derived from our iterative open coding process.

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>N</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed Insecure Behavior</td>
<td>15</td>
<td>Noticed that someone was being insecure.</td>
<td>“Right now I have ignored this storing passwords on my cell phone. He was like, ‘Don’t do this. It’s dangerous.’” (P7)</td>
</tr>
<tr>
<td>Observed Novel Behavior</td>
<td>11</td>
<td>Noticed a new security tool / method.</td>
<td>“[I] see a lot of fancy password protection programs on [my co-workers] laptops. Like special files being encrypted. I’m like, “What’s going on?”” (P11)</td>
</tr>
<tr>
<td>Sense of Obligation</td>
<td>15</td>
<td>Shared information out of obligation to protect others.</td>
<td>“When I was younger, I remember my parents always telling me, like I’m sure everyone’s parents tell them, to be very careful about who they give their Social Security number to. So, that’s always like in my head, like if someone asks me for that, I’m just like, uh, no.” (P14)</td>
</tr>
<tr>
<td>Negative Experience</td>
<td>33</td>
<td>Experienced a security or privacy breach</td>
<td>“Yes, my data got stolen. My photo got stolen on Facebook. I spoke to a couple of my friends. The only thing I could do was report abuse.” (P6)</td>
</tr>
<tr>
<td>Configuration</td>
<td>14</td>
<td>Had to set up security for a new device, account or security tool.</td>
<td>“He was asking about Facebook, and he’s a businessperson, so social media is somewhat of a new thing to him, and I think Facebook was-- he was just curious about it and how he could use it to kind of help his business and stuff like that. So...” (P20)</td>
</tr>
<tr>
<td>News Article</td>
<td>15</td>
<td>Read a news article.</td>
<td>“Well, before, I did not even know like I need to pay attention to this. Like I was aware of this, but I just did not know it was such a big deal. Then later, like I saw a topic, like online articles talking about that ______, talking about that, and that’s when I went to the setting of like Facebook to change some.” (P5)</td>
</tr>
</tbody>
</table>

4.2 Communicating About Security

To understand the conditions under which conversations about security and privacy occur, we open coded excerpts about communication to surface triggering events for the interaction (catalysts) and the goal of the conversation (conversation goal).

4.2.1 Catalysts for Security Related Communication

We observed six primary catalysts for security related conversations in our dataset summarized in Table 3.

**Insecure behavior**

Some participants started a conversation about security in response to observing what they believed was insecure behavior, such as a friend or family member oversharing on social media:

“One of the reasons we talked about it is because I saw so many people post things on Facebook. A lot of times it's unnecessary things, you know, like just what they did today, "Oh, I had an amazing day," or, "I had a great dinner," and I was just talking to my husband, like why they-- I don't understand like they do that, like why they like to post things on Facebook to so-called to share.” (P5)

**Observing novel behavior**

Relatedly, participants reported broaching conversations after observing novel security behavior or technology—for example, a new, visually appealing authentication technique. For example, one participant was stopped in a coffee shop and asked about the 9-dot authentication on his Android phone:

“We were just sitting in a coffee shop and I wanted to show somebody something and [they said], “My phone does not have that,” and I was like, “I believe it probably does.”” (P10)

**Sense of obligation**

Obligations or responsibilities associated with a social role also prompted conversations about security. For example, parents lectured their children about security and privacy best practices (see example in Table 3 above), and managers informed their employees about how to manage company data because it was a
participants read and subsequently shared an article on social media about how over sharing could lead to identity theft and, more darkly, black market organ trading:

"I know there’s like news talking about girls they are just so crazy about telling people on the social media where they are every minute, what they are doing every minute. So some criminals they actually use the information and just like kind of how do you say they found the girl according to her shared information online every minute. [...] So I shared this article just to let my friends see just don’t do it very often because I saw some of my friends on Facebook she did this really often like telling everybody what she was doing and what she had and where she was and like that." (P2)

**4.2.2 Conversation Goals**

We next analyzed our communication excepts for conversation goals to better understand what the conversation initiator wanted to achieve from the interaction—was it to warn others about potential threats, edify others about security tools or seek advice on how to configure security settings? During our open coding process, we identified seven distinct types of conversation goals, summarized in Table 4.

**4.2.3 The Interaction of Catalysts and Goal**

The interaction of conversation catalysts and goals provided enough context to answer the question: under what circumstances do conversations about cybersecurity occur?

To identify the most frequent conversations, we ran a cross tabulation of catalysts and conversation goal. For brevity, we focus here on the six most prevalent and interesting combinations, summarized in Table 6. These six combinations grouped into two broad categories of conversations, distinct in terms of their catalyst, focus and goal—warnings and teachings.

### 4.2.3.1 Warnings

Warnings were meant to raise awareness of a specific, immediate threat that had come to the attention of the conversation initiator. These warnings took three forms, varying in their catalysts, but resulted in a notification about a novel threat: cautionary tales, targeted warnings, and spreading the news.

#### Cautionary tales (10/118 examples)

The most common catalyst-goal combination reported by our participants was what we called cautionary tales—a conversation triggered by a negative experience on the part of the conversation initiator (or someone close to the initiator), with the goal of warning friends and loved ones about the threat. These conversations often involved sharing information about a recent security breach so that others could judge if their accounts or

<table>
<thead>
<tr>
<th>Goal</th>
<th>N</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notify / warn</td>
<td>32</td>
<td>Notify or warn others of a potential security or privacy threat.</td>
</tr>
<tr>
<td>Prank/ Demonstrate</td>
<td>5</td>
<td>Demonstrate insecure behavior by hacking into a friend’s account or device.</td>
</tr>
<tr>
<td>Share solutions</td>
<td>14</td>
<td>Share solutions, tools, and best practices (e.g., sharing how one composes his/her own password).</td>
</tr>
<tr>
<td>Vent</td>
<td>8</td>
<td>Seek social support / commiserate the experience.</td>
</tr>
<tr>
<td>Offer advice</td>
<td>19</td>
<td>Offer specific advice to others (e.g., update privacy settings, change password).</td>
</tr>
<tr>
<td>Seek advice</td>
<td>18</td>
<td>Ask for specific advice about security / privacy.</td>
</tr>
<tr>
<td>Storytelling</td>
<td>12</td>
<td>Topic was interesting/shocking/otherwise made for a good story.</td>
</tr>
</tbody>
</table>

Table 4. Conversation goals derived from our iterative open coding process.
Conversations we refer to as targeted warnings and spreading the news are conversations in which the conversation initiator attempted to warn friends and loved ones about a security threat outlined in a news article. These conversations sometimes included advice on how to change behavior to protect oneself from the new threat, but were usually just meant to raise awareness that a threat existed. For example, one participant talked about his contacts on Twitter discussing stories about Facebook privacy concerns without giving advice:

“Oh. Yes. People have said constantly on Twitter about how Facebook, it’s not private anymore. Which is ironic, because neither is Twitter. So I’ve seen that, but no one has showed a article about being secure like with NSA and stuff.” (P4)

As with other warnings, these conversations were often motivated by a desire to protect. For example, one participant described sharing a link to an article, through social media, about a credit card breach in order to warn her loved ones to be careful. Indeed, when asked why she shared one such news article, P2 said:

“To ask my beloved to actually pay attention to these things, to make sure they’re okay. Their bank accounts are okay, if they actually do some shopping that day.” (P2)

Conversations prompted by news articles also sometimes led to sharing best practices or details of privacy and security behaviors.

“We were just generally sitting around and somebody was like, ‘Oh, this is an article about Facebook privacy stuff again. Let’s look at it’ ‘Do you use this,’ or ‘I use that,’ and ‘Oh.’ So really just comparing notes is the best way I can put it. Like we weren’t overly scrutinizing each other’s things. But like ‘I found this to be effective.’” (P10)

4.2.3.2 Teachings

The other broad category of conversations we found was Teachings. Teachings involved sharing security best practices or edifying others on how to protect themselves from security and privacy threats. In contrast to warnings, these conversations focused on sharing specific information about behaviors to enact in order to solve an immediate problem or avoid a future threat. Three conversations fell into this category: lecturing, configuration help, and social learning.

Lecturing (8/118 examples)

Conversations we referred to as lecturing involved advising others about security best practices, usually because the initiator felt a sense of obligation. Several of these conversations were between parents and children. Initially, parents offered children advice— for example, to not over share on Facebook. When children were older, however, they tended to be the ones lecturing their parents about privacy and security best practices. One participant described the litany of advice he gave to his parents about what to do and what not to do:

“I mean, I’ve spoken to my mom and dad about it. Like, I’ve told them, like, because I’ve told them to also use the same features that I do. Like having screen locks for phones and being more careful about passwords. And not logging into public computers and just leaving them without signing out.” (P8)

Another type of lecturing was managers lecturing employees about security best practices to protect company data. For example, one participant described her boss asking her to regularly update her password:

“Actually, this was given to me by my manager, with whom I used to work. So he’s the one who told me about this. He was like you...” (P7)
Another participant described his boss asking him to encrypt confidential files and transmit them physically on a USB flash drive rather than through email (P18).

**Configuration help (8/118 examples)**

Conversations about configuration help consisted of a conversation initiator soliciting advice on how to configure security and privacy settings for a new device or account. For example, one participant described helping his mother set up her new laptop with the appropriate security settings to keep her information safe (P19). Another participant described encouraging his mother to enable 9-dot authentication on her new Android phone to make sure no one else could access it:

“I mean, just the same reason that people shouldn’t just look into her phone. Because, like, if it does not have a button, anyone can just, like, unlock and look at her messages and stuff.” (P15)

Most frequently, configuration help conversations were about setting up the Facebook privacy settings (P1, P3, P4, P8, P19).

“If anything maybe my mom. I’m not sure directly security issues but she doesn’t really know how to do Facebook that much so she’ll ask me questions about it, in general, like how to post or, I guess, how to remove herself from something or certain things like that. So, I guess, I have given her advice in a way, just given her a few basic steps of set this as this just so you don’t have—you’re not completely open and public.” (P19)

**Social learning (5/118 examples)**

In social learning conversations, conversation initiators observed novel security or privacy behaviors or tools—for example, a new way to compose passwords (P9, P10, P18) or a new type of authentication (P8)—that led to questions that allowed others to share information about the behavior. These conversations were opportunities for experts or early adopters to boast about their solutions for solving common security problems. For example, P18 asked a friend about sharing his Amazon account password, prompting the friend to share his password composition method:

“When I was working this summer, one of my co-workers told me about the whole algorithm thing. One, it just helps you I guess have different passwords. It helps you recall them easier based on I guess the type of profile. I guess you can cater, you can change your algorithm, depending on I guess what you want to be in it. But ever since I started using it.” (P18)

**4.2.4 Summary & Discussion**

In analyzing the 118 conversations about security and privacy reported by our participants, we uncovered six common conversation catalysts (Table 3) and seven common conversation goals (Table 4). From these catalysts and goals, we identified six common catalyst-goal contexts (Table 5) that captured a large number of the security conversations reported by our sample, enabling us to answer the question: under what circumstances do people generally talk about privacy and security?

Broadly, the answer appears to be: to warn or to teach. Indeed, most commonly, our participants reported conversations about privacy and security to be educational experiences—either in sharing and receiving information about a novel security threat, or in sharing and receiving advice about how to solve a specific security problem or security best practices. This finding appears to confirm the notion that social processes can contribute to the heightening of security sensitivity, as these educational conversations often raised any or all of awareness, motivation or knowledge about security.

Observability, again, appeared to be a key driver of conversations—whether experts witnessing insecure behavior or non-experts witnessing novel behavior. In general, however, social learning may not have been as prevalent as would be ideal. Social learning conversations may represent the ideal context under which social influence can affect security sensitivity—novices interested in learning about security voluntarily ask for information from experts, thereby raising their own knowledge. In turn, experts are willing to share their information and don’t feel that their efforts are wasted, as was implied by several of the security savvy participants we interviewed when asked why they don’t share information about threats more often (P4, P9).

Unfortunately, many of our participants alluded to an illusory correlation [4] between security feature usage and paranoia, referring to their expert friends as “hyper-secure” (P5) and their actions as “above and beyond” (P18) or “nutty” (P1). Perhaps as a result of this negative perception towards those with high security sensitivity, many of the security savvy participants we interviewed mentioned that they avoided sharing information with their friends because the topic seemed socially inappropriate or unwelcome—as too preachy, for example. There is, thus, a substantial missed opportunity for experts to share knowledge with novices that only appears to be overcome when novices observe and query about interesting, novel behavior by the expert.

**5. GENERAL DISCUSSION**

Our results introduce a typology of social interaction around cybersecurity behavior and communication. First, we confirmed that social processes are an important influence on cybersecurity behavior change—a large number of behavior changes reported by our sample were driven at least partially through social processes. Specifically, we identified five common social triggers for security related behavior change—observing and learning from friends, social sensing (discussing ambiguous security threats with friends to determine the relevance of the threat and a clear course of action), pranks and demonstrations, experiencing a security breach and sharing access to a device with others. Furthermore, all social triggers for behavior change reported by our sample appeared to heighten security sensitivity in some way—either by increasing participants awareness of a new threat or security tool, motivating participants to protect themselves, or increasing participants knowledge of how to protect themselves.

We also found that conversations about security are primarily educational in nature, instigated mostly with a goal to learn or to teach. Many of our participants, for examples, reported having conversations about security to warn their friends and loved ones to be careful after experiencing a security breach, reading about a security threat on the news, or observing a friend’s insecure behavior. Others reported specifically querying for security knowledge and advice after observing novel security behavior (e.g., the use of a new type of authentication), or if they had a specific and immediate security problem they wanted to solve (e.g., configuring the security settings of a new laptop).

Our results also emphasize the influential nature of a specific negative experience in raising the security sensitivity and, in turn, changing the cybersecurity behavior of victims and those around them. Interestingly, friends and loved ones appeared to at least indirectly take advantage of this fact, often breaking into others’
accounts to prove to that person that s/he was not fully protected. This notion of pranking by friends and family can also be considered as an effective way to create a teachable moment, something that past work on PhishGuru has found to be effective in teaching people about phishing attacks [20]. In other cases, pranks were not necessarily meant to directly educate victims, but were used as a form of “hazing”. Either way, the breach elicited a similar reaction—both the victims of these negative experiences and the people around them who they shared the experience with became more aware of and motivated to address their own security vulnerabilities. These breaches also motivated participants to communicate with others to solve their problems.

The observability of security features and methods also proved to be important in driving behavior changes through social processes. Indeed, observing friends was the most frequent social trigger for behavior change. Nevertheless, most security features and methods are inherently unobservable and were rarely surfaced in our interviews—password composition methods, for example. When P18 learned of a new way to compose passwords from his expert friend, he immediately started utilizing this new composition policy. However, only two of our participants mentioned talking about password composition policies, suggesting there is much room for improvement in leveraging social processes to raise security sensitivity.

Observing novel or insecure behavior was also a key trigger for conversations about security and privacy, prompting novices to ask experts about novel behaviors and experts to warn novices about insecure behaviors. These conversations, again, were contingent upon the observability of the security feature or method. Experts could see the lack of mobile authentication on their friends’ smartphones, but they could not see their friend’s social media privacy settings, for example, and so conversations about social media privacy settings were rarely proactive—they were usually reactive, after someone encountered a breach.

However, simply increasing the observability of all security features may not be the best solution. First, security settings have historically been private—and for good reason. Indeed, past work by Gaw et al. [14] found that people who encrypted e-mail were often considered paranoid unless they were in a role where they handled sensitive company data, suggesting an illusory correlation between security feature usage and paranoia. Our own interviews allude to a similar phenomenon, which appeared to be inhibiting experts from sharing their observation with others if it seems likely that those are especially concerned about their security—and, thus, are the most likely to be considered as paranoid by lay users—it is possible that making security decisions and behaviors perfectly observable might work against security sensitivity. After all, potential adopters may look at the present adopter list and find tenuous social proof that only “paranoid” people use a security feature. Second, we also saw evidence that social processes can work against a user following advice if it seems like none of their friends are affected by a threat. Likewise, it is possible that when a useful security feature has low current adoption, potential adopters might see the absence of adoption as social proof against using the feature.

To best leverage the positive effects of observability, therefore, it would seem that we want to facilitate more social learning conversations and observing friends behavior change. To that end, if we make security tools more visual and amenable to conversation while considering simple design for enhanced usability [36], non-experts can passively raise their awareness and motivation by observing their expert friends, and then raise their knowledge by voluntarily asking about security.

5.1 Limitations and Future Work

Our sample, although representative in many respects, is primarily from the US and young. Furthermore, as we solicited participants from only one online recruitment source, we could have introduced a systematic bias into our results—our participants were the type that generally volunteers for research projects. This means our results may not necessarily widely generalize, as is the case with most qualitative research. Thus, future work should examine whether the patterns and relationships identified in our data persist in a larger, representative sample of technology users. Our results are also limited to the communication and interaction instances participants could recall during our interview session—the so-called recall problem that afflicts retrospective interview studies [21]. Furthermore, as we only analyzed instances of behaviors changed, actions taken, and decisions made driven by social processes, we do not talk about the substantial number of non-social triggers for the same.

Our findings inform a breadth of potential future work, specifically in designing systems and interventions that leverage social influence processes to raise security sensitivity. For example, a key finding from our interviews was that the observability of security tool greatly facilitates its spread through social channels. Nevertheless, most security features are not observable, leaving little room for social spread and learning. Future work could introduce simple manipulations to increase the observability of security features and measure their effect on conversation frequency and behavior change, for example.

6. CONCLUSION

In summary, we qualitatively examined how social processes drive security-related behavior change and communications about security. Our findings suggest social processes played a major role in a large number of privacy and security related behavior changes reported by our interviewees, probably because these processes were effective at raising security sensitivity—the awareness of, motivation to use and knowledge of how to use security tools. In addition, conversations our participants had about security and privacy were most often instigated by the desire to (1) warn or protect others from immediate or novel threats observed or experienced and to (2) gather information about solving a privacy problem. One theme that arose from our interviews, especially, is that the observability of security feature usage was a key enabler of socially triggered behavior change and conversation—in encouraging the spread of positive behaviors, discouraging negative behaviors, and getting participants to talk about security. Altogether, our results suggest that there is a substantial and often overlooked social process that helps drive security related behavior change, and that in order to maximally raise security sensitivity, we should make security tool usage more observable and amenable to conversation. In addition, we believe our work provides a strong foundation for much needed further exploration into the social dimensions of cybersecurity behavior.
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Appendix A: Additional Figures and Tables

Expanded Demographics

<table>
<thead>
<tr>
<th>Age</th>
<th>Gender</th>
<th>Race</th>
<th>Occupation</th>
<th>Phone OS</th>
<th>Mobile Auth</th>
<th>Social Media Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>28</td>
<td>Male</td>
<td>African American</td>
<td>Customer Service</td>
<td>Android</td>
<td>None</td>
</tr>
<tr>
<td>P2</td>
<td>22</td>
<td>Female</td>
<td>Asian</td>
<td>Unemployed</td>
<td>iOS</td>
<td>None</td>
</tr>
<tr>
<td>P3</td>
<td>22</td>
<td>Female</td>
<td>African American</td>
<td>Student</td>
<td>iOS</td>
<td>PIN</td>
</tr>
<tr>
<td>P4</td>
<td>22</td>
<td>Male</td>
<td>African American</td>
<td>Student</td>
<td>Android</td>
<td>None</td>
</tr>
<tr>
<td>P5</td>
<td>27</td>
<td>Female</td>
<td>Asian</td>
<td>Unemployed</td>
<td>iOS</td>
<td>None</td>
</tr>
<tr>
<td>P6</td>
<td>29</td>
<td>Male</td>
<td>White</td>
<td>Software Developer</td>
<td>iOS</td>
<td>None</td>
</tr>
<tr>
<td>P7</td>
<td>54</td>
<td>Female</td>
<td>White</td>
<td>Administrative Assistant</td>
<td>iOS</td>
<td>PIN</td>
</tr>
<tr>
<td>P8</td>
<td>31</td>
<td>Male</td>
<td>Indian</td>
<td>Unemployed</td>
<td>Android</td>
<td>None</td>
</tr>
<tr>
<td>P9</td>
<td>30</td>
<td>Male</td>
<td>White</td>
<td>Software Developer</td>
<td>Android</td>
<td>None</td>
</tr>
<tr>
<td>P10</td>
<td>37</td>
<td>Male</td>
<td>White</td>
<td>Graphic Designer</td>
<td>Android</td>
<td>9-dot</td>
</tr>
<tr>
<td>P11</td>
<td>54</td>
<td>Male</td>
<td>African American</td>
<td>Chef</td>
<td>Android</td>
<td>None</td>
</tr>
<tr>
<td>P12</td>
<td>20</td>
<td>Female</td>
<td>African American</td>
<td>Student</td>
<td>iOS</td>
<td>None</td>
</tr>
<tr>
<td>P13</td>
<td>24</td>
<td>Female</td>
<td>Indian</td>
<td>Graduate Student</td>
<td>Android</td>
<td>None</td>
</tr>
<tr>
<td>P14</td>
<td>25</td>
<td>Male</td>
<td>Indian</td>
<td>Graduate Student</td>
<td>Android</td>
<td>PIN</td>
</tr>
<tr>
<td>P15</td>
<td>21</td>
<td>Male</td>
<td>Indian</td>
<td>Graduate Student</td>
<td>Android</td>
<td>9-dot</td>
</tr>
<tr>
<td>P16</td>
<td>22</td>
<td>Male</td>
<td>Indian</td>
<td>Graduate Student</td>
<td>Android</td>
<td>9-dot</td>
</tr>
<tr>
<td>P17</td>
<td>34</td>
<td>Female</td>
<td>Asian</td>
<td>Unemployed</td>
<td>iOS</td>
<td>None</td>
</tr>
<tr>
<td>P18</td>
<td>20</td>
<td>Male</td>
<td>African American</td>
<td>Student</td>
<td>Android</td>
<td>9-dot</td>
</tr>
<tr>
<td>P19</td>
<td>20</td>
<td>Male</td>
<td>White</td>
<td>Student</td>
<td>Android</td>
<td>9-dot</td>
</tr>
</tbody>
</table>

Table A1. Expanded participant demographics.

Co-Frequency of Catalysts and Reasons for Conversations

<table>
<thead>
<tr>
<th>Sense of Obligation</th>
<th>Offer Advice</th>
<th>Share Solution</th>
<th>Vent</th>
<th>Seek advice</th>
<th>Notify or Warn</th>
<th>Storytelling</th>
<th>Prank or Demonstrate</th>
<th>Other</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>Insecure Behavior</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>Negative Experience</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>33</td>
</tr>
<tr>
<td>Configuration</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>News Article</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Observed Novel</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>14</td>
<td>8</td>
<td>18</td>
<td>32</td>
<td>12</td>
<td>5</td>
<td>10</td>
<td>118</td>
</tr>
</tbody>
</table>

Table A2. Co-frequency of catalysts for conversations about security and privacy (rows) and reasons for starting the conversation (columns).
<table>
<thead>
<tr>
<th>Code</th>
<th>Inter-Coder Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Behavior Change: Social or Non-Social</td>
<td>0.93</td>
</tr>
<tr>
<td>Behavior Change: Trigger Event</td>
<td>0.87</td>
</tr>
<tr>
<td>Behavior Change: Raised Awareness</td>
<td>0.87</td>
</tr>
<tr>
<td>Behavior Change: Raised Motivation</td>
<td>0.80</td>
</tr>
<tr>
<td>Behavior Change: Raised Knowledge</td>
<td>0.80</td>
</tr>
<tr>
<td>Communication: Catalyst</td>
<td>0.71</td>
</tr>
<tr>
<td>Communication: Reason</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table A3. Inter-coder agreement of codes applied in our analysis, calculated from a 20% overlap of coded excerpts by two coders.

Appendix B: Recruitment Materials

We solicited study participants through CBDR, an online research study participation pool maintained by Carnegie Mellon’s Department of Social and Decision Sciences. Below we show the posting for our study.

**Study Name:** ($) Talk to us about cybersecurity

**Description:**
Participate in an interview about how you learn about and manage online privacy and cybersecurity—for example, about mobile phones, passwords and social media privacy settings. We are researchers in the Human-Computer Interaction Institute at Carnegie Mellon University. We are studying how people learn about and manage cybersecurity. Please bring your smartphone and laptop for the study. We may ask you to show us your smartphone's home screen, and we may ask you to log into your Facebook account using your own laptop.

**Eligibility:** You must be (1) 18 or over, (2) a regular Android or iOS smartphone user, and (3) a Facebook user

**Duration:** 45 minutes

**Pay:** 10 Dollars